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Abstract—Big data, complex computations, and the need for
fluent interaction, are the well known enemies of Visual Analytics.
They can seriously impair the fluent interactive back and forth
between computational analysis and human analyst that happens
using the visualizations that a Visual Analytics solution provides
for supporting this combined analysis. The emerging Progressive
Visual Analytics (PVA) took the field and wage a war against
such enemies, providing a way around this conundrum by
iteratively computing partial results of increasing quality, that
constitute a natural means for providing the analyst with early
and continuous interaction with the initial results even while the
whole process is still far from being completed. However, this
promising solution has several implications that must be dealt
with, requiring to address different issues. This paper has the
goal of providing a travel guide about the practical usage of PVA,
discussing the motivations that call for its usage, the possible
strategies that can be used to solve the problem and the fee that
requires to be payed in order to use this approach. In order to
provide a concrete discussion, the paper is driven by a concrete
and intriguing example, an intractable PVA solution developed
for Telecom Italia Mobile (TIM).

I. INTRODUCTION

Progressive Visual Analytics (PVA) [1], [2] is the recently
agreed name for an underlying idea that was around with
different wording and used for addressing a variety of dif-
ferent perspectives; a non exhaustive list includes Fine-Grain
Visualization [3] — from the perspective of dataflow computing
— Online Visualization [4] — from the perspective of database
query processing —, Progressive Information Presentation [5]
— from the perspective of image transmission — Incremental
Visualization [6] — from the perspective of human-computer in-
teraction — Progressive Visualization [7] — from the perspective
of volume rendering — and Progressive Analytics [2] — from
the perspective of computational analyses.

While each of these proposals deals with issues and details
that are associated with the current problem they are working
on, their common denominator is to “produce partial results
during execution” [1] to solve a problem. So, as a first
consideration we assume that PVA is needed when a problem
exists and everything else (e.g., parallel computation, faster
CPUgs, etc.) but PVA fails, and that the solution relies on the
production of partial results.

For the discussion in this paper, we assume that these partial
results are visualizations v1,vs, ..., v, yielded at time points
t1,t2,...,tn, respectively. At each instant ¢;, some processed
data is available, used for driving the visualization, namely
d; = {a;, s;}, where a; represent a series of computed values
(e.g., count, mean, standard deviation, clusters composition,
values maximizing a function, etc.) and s; constitutes the

representation of the actual state of the system (e.g., per-
centage of consumed data or algorithm iteration progress).
According to the particular nature of the application and of the
aggregation function, an error €(a;) can be introduced during
the computation of d; (see, e.g., [8]).

For the remainder of the discussion, the paper will adhere
to the basic definition of partial results given above, making
possible to characterize the concept in all its generality.

According to [9] PVA can generate partial results in two
ways: by subdividing the data and processing it chunk by
chunk, or by subdividing the computational process and run-
ning it step by step. In the first case, which we call data
chunking, the partial results v; relies on increasingly using
more data over time, until at ¢,, all the data has been used to
produce the final output v,,. Whereas in the second case, which
we call process chunking, the partial results v; are generated
using all the data all the time, but the quality of the computed
data d; increases with each step — from a quick and dirty first
computation dy to a full final computation d,,. In principle,
it would be possible to combine both strategies [9]. However
recent user studies show that users seem uneasy to make early
decisions based on progressive and changing estimates [10].
This makes clear that, at least, two implications may arise by
the PVA adoption:

1) Approximation and errors introduced by either data
chunking or process chunking. As discussed in [11],
in the most general case PVA can introduce errors
and, while it is obvious that at any time ¢;,, ¢ < n
PVA is typically affected by an approximation (either
the computation has not yet finished or the data has
not been fully processed), the way in which PVA has
been implemented may affect also the last partial result
d,, ie., €(ay,) > 0. As an example, assume that an
application needs to visualize the average and the top5%
of a large set of m numerical values and that constraints
on the response time exist, making the m x log(m)
sorting cost unacceptable. A viable solution is to chunk
the data in chy, ..., ch,, subsets of size m/n, such that
m/n x log(m/n) matches the time response constraint,
and producing at each t; mean; and top5%; that can
be visualized in v;. It is clear that at any t;, ¢ < n
both mean; and top5%; are affected by an error; at
t, mean, will be the exact mean of the whole data,
while top5%y, = U;j=1,,top5%(ch;) will be only an ap-
proximation of the real top5%(n) of the whole dataset.
However, the main point is not whether an error is
introduced or not; what is critical is to have a control



on it, making the user aware of the current situation;
2) Variability and usefulness of the result. Variable, non
converging, and not enough informative partial re-
sult may confuse the user, making the PVA process
much less effective. Considering the previous example,
mean;, after initial variations, will exhibit a somehow
converging behaviour, while top5%; will be much more
variable, being affected by an increasing size and a
variation of the ordered number list.
Many papers add useful assumptions or requirements
to their working definition of this fundamental concept.
For example, Stolper et al. argue that the produced
partial results v; must be semantically meaningful [1]
and Fekete and Primet state that the sequence of partial
results must adhere to user-specified bounds [2], by
which they mean given time constraints.

On the basis of the previous discussion, it is possible to
acknowledge that PVA applications are motivated by and
imply (at least) the following:

e A detrimental problem, i.e., the issue that affects the
performance of the designed Visual Analytics (VA) ap-
plication and calls for the adoption of PVA;

o The design of the PVA solution, dealing with data and
process chunking, characterizing errors and approxima-
tions;

o Issues associated with the partial results v;, issues that
can be mitigated increasing the v; usefulness, reducing
their variability, and giving a clear feedback to the user
on what is going on.

While many other aspects are still relevant to the PVA
approach it is the authors’ believe that the aforementioned
aspects are the most relevant ones and they will be discussed
along a step by step analysis of a concrete PVA solution.

Summarizing, the contribution of the paper is to explicitly
point out problems, implications, and mitigations that stay
behind any PVA application, representing its dark side.

The paper is structured as follows. Section 2 presents related
proposals, Section 3 introduces the demonstration scenario,
Section 4 uses the demonstration scenario to discuss issues,
implications, and mitigations in PVA, and Section 5 concludes
the paper, outlining future work.

II. RELATED WORK

Several papers, in the literature, dealt with the concept of
PVA, even using different terminology. As an example one
active field is connected with Data Streaming [12], [13] mainly
dealing with transient dynamic datasets that are continuously
generated and possibly infinite. Such data is generated, for
example, in the form of news feeds or sensor data. Typical
constraints are that it is not feasible to store the whole stream
and that, in some cases, it is even impossible to process all
the data. The rationale is to obtain, from the first steps of
the process, a visualization generated from the whole dataset
that will take into account a variable degree of confidence,
in contrast with a simple mapping of the subset of data

received at each step. Apart from that, it is also employed for
transmitting large but not infinite datasets across slow network
connections. In both cases, the data comes as a sequence of
smaller chunks and is processed as such. Hence, this scenario
matches quite well with the PVA idea of data chunking.
Another field calling for PVA ideas is the so called Out-
of-core visualization [14], [15], used when the size of the
dataset to be visualized exceeds the available memory space. In
order to generate a visualization, the dataset is partitioned into
smaller chunks, which are then sequentially passed through the
visualization process to reduce its memory occupation. It thus
works in the very same spirit as described by the idea of data
chunking and partial results.

Recently, the wording Progressive Visual Analytics (PVA)
has been consistently used by several visual analytics solutions
that use a sequence of partial results, see , e.g., [1], [16]-[18].

What has been presented in [9] is closer to the paper
proposal, because it tries to abstract from providing a specific
solution and focuses on a graphical notation for modeling a
process producing intermediate results, process that authors
call Incremental Visualization.

Besides these fundamental concepts and their usefulness
for different application scenarios, the body of related work
discusses mainly their technical challenges. These concern
mostly their applicability to certain data types and visual-
ization operators that do not lend themselves to a high-
level discussion of problems, partial results, implications, and
mitigations that instead is the focus of this paper.

ITI. DEMONSTRATION SCENARIO

The demonstration scenario is PVA solution developed for
supporting a Telecom Italia Mobile (TIM) decision making
process [19] for analyzing users’ distribution across Italy. Such
data has been integrated with information coming from open
data and mapped on the Italian hierarchy of 20 regions and
110 provinces. The system allows for interactively selecting
an optimal set of provinces (top10) according to an objective
function that is computationally intractable. In order to have an
explorative system, the analytical solution allows for visually
selecting a subset of provinces, allowing for a real time in-
teraction with partial results, and leaving the full optimization
phase to a post processing step. The typical decision making
process, evolves as follows.

1) The analyst inspects a scatterplot (see Figure 1) and
select a subset of provinces based on three main pa-
rameters: average income, percentage of TIM customers
with respect to the total population, number of potential
customers in that area;

2) The candidate provinces are subsequently evaluated
against an optimization function that relies on traffic
information between provinces pairs, computing the top
10 provinces maximizing the function;

3) A sequence of intermediate results, approximating the
top 10, is then visualized on a Sankey diagram (see
Figure 2), where the position and direction of each line
immediately give the user a clear idea of the marketing



and geographical context of each of them; if the user
does not like the current top 10 can switch back to
the scatterplot and trigger the optimization phase on
a different selection; if, conversely, he is fine with the
current top 10 he can trigger a background computation
that further refine the result. In order to make the
user aware of the approximation quality some statistical
indicators are presented on the top of the visualization
(see figure 2).

TIM market penetration and potential

(GDP per capita (K Euro)

Fig. 1. The scatterplot allows for selecting group of provinces that satisfy
some high level campaign scenarios. In the example the analyst has selected
provinces characterized by high income and a penetration close to the median;
the objective is to promote some additional non basic features (e.g., fast
network services) that will likely be accepted by either potential users and
TIM customers, in a scenario in which TIM has a good chance of increasing
its presence and people GDP is above the median.

TIM market penetration and potential
Provinces: 40 TOP: 10 F:8.648 Confidence:0.85 0.673 Processed data: 0.0217%

Re

sences in the period Sep 29 to Oct 5 of 2014

Fig. 2. The intermediate results of the optimizing process are presented on
the Sankey plot allowing the analyst to focus on the most convenient 10
provinces. Numerical quality indicators help the user in understanding the
PVA progress.

A. The TIM PVA application dark side

The explorative task of the TIM application poses clear
constraints on the response time of the <select provinces-
visualize top 10> activity that is the main elementary task
the user performs on the data; according to [20] this unit task
dialogue must be completed in an interval between 10 to 30
seconds.

The problem. Respecting this time constraint is not an
easy task: in this intriguing PVA example while the data size
is neglectable (110 provinces with four attributes and traffic

information among province pairs: 110 x 109/2, about 40
Kbyte) the optimization phase is computationally not tractable.

Discussion with TIM analysts produced the following top
10 objective function:

SI0_ traf fic(ps, py) * 0,2, Value(p;)
where

Value(p) = 0.3 * market(p) + 0.5 * gdp(p) + 0.2 % (1 —
|penetration(p) — median(penetration)|)

The rationale is that the 10 selected provinces should present
a strong intra-province traffic together with a balanced combi-
nation of potential market, high income, and high likelihood
of increasing the penetration (the analysts assumption is that
the closer to the median the penetration is, the greater the
likelihood of increasing it).

All objective function values come from tabular relations
and a closed formula for it does not exist, making usual
optimization techniques unfeasible: a computation of all the
possible provinces combinations is needed, making this oth-
erwise trivial task unfeasible. E.g., if the analyst selects 40
provinces on the scatterplot the number of combinations is
(12) that is about 8.5 + 10%. Assuming a value of about 3000
calculations per second (actual value on an Intel Core i7, 3.1
GHz), getting the exact maximum value requires about 75
hours. While this is not a hard constraint for a one shot analysis
task, it makes an interactive explorative analysis impossible.
Moreover, if the size of the user selection increases, getting
the exact maximum is not feasible at all: e.g, computing the
top 10 on all provinces: (11100) is about 4.7 * 10'3, requiring
1.5 % 100 seconds, about 500 years.

The solution. To solve this problem we use an adaptive
partitioning strategy based on the selection size, computing
the function maximum on each partition and merging them
afterwards (see 3). More precisely, till a selection of 19
provinces we compute the exact solution (max response
time=29 seconds), between 20 and 50 we partition the
selected provinces in two subsets (max response time=34
seconds), and above 50 in three subsets (max response
time= 19 seconds). This allows for presenting the user
with early partial results but introduces errors. In order to
estimate the error we experimented the adaptive strategy
with different selection size, process granularity, and data
chunking, collecting and averaging two measures:

. . __ Estimated function
FunctzonRatzo(FR) - optimum value

TOplOPTOpOTt’iOTL(TP) _ Estimated to;ln(}Oﬁreal topl0

Figure 4 presents the results of such analysis and give the
basis for defining the adaptive chunking thresholds needed to
satisfy the required response time and providing indication of
the errors produced during the PVA process. Such measures
are presented to the user to help his comprehension and
making more confident decisions. It is worth to recall that
the focus in this section is not on the solution itself, but its
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Fig. 3. The PVA solution, producing a first useful result on 40 provinces, in

about 10 seconds w.r.t. the 75 hours needed to compute the exact maximum
inspecting all the combinations.

use as an example clarifying how to cope with an intractable
problem and how to dominate the introduced errors. Different
PVA applications will likely use different ways of solving the
problem and estimating the error (e.g., computing the error
using statistics) but the methodology and the final picture will
be conceptually very close to what discussed on Figure 4.

OFR = Objective Function Ratio (1 is the best value)
TP =Top10 Proportion (1 is the best value)
CPT = Chunk Processing Time (seconds, hours, years)

Selection size

size=110

1140h<=CPT<=478y 38s <= CPT<=0.62h 1.2s<=CPT<=18.4s

OFR=1 mean(OFR)=0.866 ~ mean(OFR)=0.79
TP=1 mean(TP)=0.631 mean(TP)=0.563
size=50
59s<=CPT<916h 0.2s<=CPT<34 s 0.028s<CPT<1.02 s
OFR=1 mean(OFR)=0.89  mean(OFR)=0.83
TP=1 mean(TP)=0.67 mean(TP)=0.61
size=19
0Os <=CPT<29s 0<= CPT<0.2s 0.0<=CPT<=0.02s
OFR=1 mean(OFR)=0.87 mean(OFR)=0.71
TP=1 mean(TP)=0.71 mean(TP)=0.5
size=10
1 2 3 .
Processing
top10 top5, top3, steps
top10 top5,

top10

Fig. 4. The PVA solution, chunking data and process. The y axis represents
the provinces selection size, ranging from 10 to 110 provinces; the x axis

represents the process, ranging from (1) a monolithic process computing ( ﬁ))
on the whole selection, to (2) computing (") splitting the selection in 2

5
chunks to produce an early partial result, and then compute (ﬁ)) on the

whole chunk in a longer time, till (3) a process composed by the sequence

of computations (%), (%), (;p) splitting the selections in 3 chunks and
producing an early partial result, refining it using two chunks, and then
computing the optimal solution on the whole selection. Within the 9 tiles,
the figures associated with the first useful partial result report the minimum
and maximum time needed to produce it, and the errors, in term of means
of the numerical ratio between the estimated function and the optimal one,
and the proportion of the provinces belonging to both the estimation and
the optimum. The green tiles represent the selected strategies in the current
implementation: they respect the time constraints and minimize errors.

Issues associated with the partial results. Variability and
approximations in partial results can be dealt assuring the
usefulness of what is presented to the user, minimizing the
variations, and, most importantly, providing him with clear
indication on the status of the process and its quality (requiring
error control). As an example, in the TIM application we
altered the processing of the first visualization vy, using more
time than the one foreseen for the others in order to compute a
complete top10 and iterating the process as much as the time
constraints allow for to produce a better toplO (i.e., closer
to the optimal one) and when a new partial result comes

on altering it, we smoothed the transition using animation.
Moreover, on the top of the visualization (see Figure 1) the
user can observe the following metrics:

e Provinces, recalling the size of the selected provinces set;
e TOP, showing the target number of provinces to consider
in the optimization phase (topl0, in the current figure);

e F, the current value of the objective function;

o Confidence, reporting the Function Ratio(FR) and Top10
Proportion(TP) metrics, providing the user with an indica-
tion on how much he can trust the current approximation.
The current FR value (0.85) provides for an indication
that the current objective function has a value that is about
the 85% of the maximum value; the current TR value
(0.673) gives him the confidence that about 7 out of the
current topl0 provinces will be in the optimal top10;

e Processed data, a natural indicator that the process is run-
ning, providing an understanding on how far the optimum
result is; in the current situation, the discouraging value
of 0.0217% makes clear that the optimum is really far
away, pushing the user to either look for a new search or
trigger the background computation if the total number of
selected provinces is less than or equal to 40 (the current
implementation prevents the user to start background
computations longer than three days...).

Once digested, these figures contribute to mitigate the user un-
certainty in making decisions; obviously it would be possible
to convey this information visually (e.g., using the hue of the
top10 province color), but discussing this issue is out of the
scope of the paper.

IV. CONCLUSIONS & FUTURE WORK

This paper attempted to provide a better comprehension of
what is behind the scene of a Progressive Visual Analytics
(PVA) application, showing the implications that must be
dealt with and how to address them. To this aim a formal
characterization of the partial results and the associated errors
has been provided, using it within a concrete and intriguing
example, an intractable combinatorial visual analytics solution
developed for supporting one of the decision making processes
of TIM, giving an example of motivating problem and a
concrete solution, with the goal of abstracting them, show-
ing how to deal with the approximations introduced by the
approach and providing examples on how to use these pieces
of information to mitigate the visualization issues. Concerning
future activities, the authors are currently working on develop-
ing a richer classification of problems, solutions, implications,
and mitigations, in order to get a better understanding of the
problem.
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